
Loki: Cloud Native Logging



● Learn a different approach to logs, at scale
● Learn strategies for building cloud native systems

What’s in it for you?



● Engineers at Grafana Labs
● Grafana Loki Open Source maintainers

Who we are?
Owen Diehl
Eng

Kaviraj Kanagaraj
Eng



https://github.com/grafana/loki





What is Loki?

Loki is a time series database, but for strings



What is Timeseries database?

Prometheus: {app=”nginx”, cluster=”us-central-0”} -> [(1653994269, 34.5)]

Loki: {app=”nginx”, cluster=”us-central-0”} -> [(1653994269, “/ GET”)]



2019-12-11T10:01:02.123456789Z  {env="prod",instance=”1.1.1.1”}  GET /about

Timestamp

with nanosecond precision

Content

log line

Prometheus-style Labels

key-value pairs

indexed unindexed



{cluster=”us-central”}

All the logs in cluster us-central

1TB of data in 24 hour period



{container=”ingester”,namespace=~”loki.*”}

Only the Loki ingester logs

10GB of data in 24 hour period
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Loki @ Grafana Labs

● Largest user cluster (as of 2023-01): 50 TiB per day

● Queries peak at 900GB/s

○ Query 10TB in 12 seconds, including complex processing of result sets

These metrics 
are built with 
Loki using 
logs!



● Starts with `tail | grep`
● Doesn’t scale so well today

Log aggregation: the problem



Log aggregation: the solution



Distributed Grep









Low Footprint

● Individually scalable read/write paths
● Commodity hardware
● Only dependency is object storage. cheap.



● Ingestion

Architecture

index



Simplified ingestion

10 year old legacy app

nginx

IIS

Cloud-native app

Linux

Kubernetes

Docker

Loki accepts it all

No ingestion 
processing

custom
format

access logs

Windows
events

logfmt

systemd
journal

service discovery

container
logs

API
JSON,

protobuf

Logs are stored as strings 
exactly how they were created



● Query

Architecture

index-gateway

3 caches: 
Results, 
Index,
Chunks



37TB140MB
Log DataIndex

270 thousand times smaller

Index



How do we make 
Loki fast without a 
big index?



{cluster=”us-central1”,job=”loki-prod/querier”} |= “6114e9e58b14d5f0”
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More queries
+

More cores

More parallelism
Faster queries



Retention

● Without indices, retention is just long term storage cost (S3, GCS, 
etc)

● Application logs for 30d, audit logs for 1y? Easy and (almost) free





Easy Operations

● Migrations
● Zero downtime



As easy as

“Starting in 2022, use new 
version”

“Continue to query the old 
version”





Open Source Community

● Launched as open source in 2019
● Growing active community
● Talk to us

○ https://grafana.slack.com  #loki
○ https://community.grafana.com/
○ Monthly community call with two 

different timezones
● Docs

○ https://grafana.com/docs/loki/latest/

https://grafana.slack.com
https://community.grafana.com/
https://grafana.com/docs/loki/latest/community/getting-in-touch/#contacting-the-loki-team
https://grafana.com/docs/loki/latest/community/getting-in-touch/#contacting-the-loki-team
https://grafana.com/docs/loki/latest/


Thank you

● Distributed grep
● Low footprint & schema-free
● Low cost retention
● Easy operations
● Open Source Community

Want to talk more after? Will be in the hallway for 10m

@kvrajk castle_vanity


